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1 Executive Summary
Sensitive Artificial Listeners (SAL) are virtual dialogue partners who, despite their very limited 
verbal understanding, intend to engage the user in a conversation by paying attention to the user's 
emotions and non-verbal expressions. The SAL characters have their own emotionally defined per-
sonality, and attempt to drag the user towards their dominant emotion, through a combination of 
verbal and non-verbal expression. 

The SEMAINE system 2.0 is the first public demonstrator of the fully operational autonomous SAL 
system based on audiovisual analysis and synthesis. The present report is part of a group of reports 
describing various aspects of the SEMAINE system 2.0. The full list of reports is available from 
http://semaine.opendfki.de/wiki/SEMAINE-2.0.

This report describes the progress made on the Dialogue Management part of the system. The Dia-
logue Manager components are responsible for making sure that the conversation and interaction of 
the human with the virtual agent takes place. To do this, the dialogue manager needs to manage a 
number of things, such as the interpretations of the user behaviour, the turn taking behaviour, the 
backchanneling behaviour, and the utterance selection of the agent.

The current version of the Dialogue Manager, remains rather ad hoc, as it can rely only on a limited 
number of input features. As richer input becomes available and the generation modules are further 
optimized, the Dialogue Manager modules can be developed further to the next level, with full test-
ing becoming an option as well.
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2 System description
Dialogue management proceeds in several steps. First there are modules interpreting the input data 
that is received (modules in WP3) trying to find meaning in the user's behaviour. These interpreta-
tions are then used to find the right places to backchannel, and to find the best time to start speak-
ing. When the decision is made to produce an utterance, an appropriate response has to be found 
that fits the current context. In the current version of the interpretation components remain basic as 
the different input modules have become available only in the latter part of the year and are still 
very much under development. 

The Dialogue Manager components are responsible for making sure that the conversation and inter-
action of the human with the virtual agent takes place. To do this, the dialogue manager needs to 
manage a number of things, such as the interpretations of the user behaviour, the turn taking beha-
viour, the backchanneling behaviour, and the utterance selection of the agent. Besides the turn tak-
ing module, the utterance selection module and the backchannel modules (discussed in separate 
subsections below), the following modules are part of the Dialogue Manager.

● Agent mental state interpreter – Keeps track of the agent's mental state, 12 variables 
used for choosing the type of backchanneling behaviour to perform (e.g. agree/dis-
agree, belief/disbelief). At this moment it uses a certain baseline for each character, 
and it uses simple rules to modify the values. Most of these rules reward when the 
user is more like the character. For example, a raised arousal value when speaking to 
Spike will result in a higher value for agreement and liking. However, these rules are 
hand crafted and need to be updated next year.

● Emotion interpreter – A simple module, puts detected emotions in the user state if 
they exceed a certain confidence threshold.

● Head movement interpreter – Tries to interpret head movements. At the moment, a 
nod is interpreted as an agreement, and a shake is interpreted as a disagreement. 
These are put in the user state.

We will describe the turn-taking, utterance selection and backchannel module in turn.

2.1 Turn Taking

When trying to make conversations with the SAL system as natural as possible an important ele-
ment is the turn taking in that conversation. One would want this to go smoothly. This means that 
SAL should not wait too long after the user is finished, but neither should react too soon as this in-
creases the chance that it misinterprets the turn-end and overlaps the user when it does not want to.

In the previous version of SAL the turn taking mechanism was implemented in a very simplistic 
manner. The Dialogue Manager (DM) would wait until it detected at least two seconds of silence of 
the user, after which it would just start speaking. This gap is too big, however. It was chosen so as 
to be sure that the agent's speech would not overlap with that of the user. For fluent conversations 
however this is not acceptable.

Identifying the end of the user turn as it happens is a non-trivial task.  The problem becomes the 
more relevant as there is also a delay on the generation side of the system (the time it takes to create 
the animation and the speech). In order to respond quickly the system has to be able (ideally) to 
predict the end of the user turn. That is why we have worked on end-of-turn prediction in the con-
text of WP3. We will continue to work on this in the next year as with the input modules that are be -
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coming available it might be possible to make more accurate predictions having recognized relevant 
turn-yielding cues.  

In the current SAL system the turn taking component a different approach is taken in which the sys-
tem is not only reactive but also proactive. The turn-taking component does not simply wait for the 
user to finish the turn, but also keeps track of its own intention to speak. It constantly calculates the 
value of this intention; the eagerness of  SAL to start speaking. The fact that the user finishes his or 
her turn of course is part of this value, but there are also other factors. The value is calculated cur-
rently as the sum of the following elements.

● User silence time – a value between 0 and 100 which increases over time when the 
user is silent

● Emotion – a value between 0 and 80 with 10 points for every detected emotional 
event (for example a peak in the arousal)

● User speaking time – a value between 0 and 30 that increases over time when the 
user is speaking (reaches its max after 30 seconds). This is to stimulate the agent to 
take the turn when the user is speaking for a longer period.

● Agent end wait time – a value between -100 and 0 that starts at -100 after the agent 
finishes its turn, and for the next two seconds rises to 0. This makes sure that the 
agent does not start too soon after its own utterance.

● user not responding – a value between 0 and 100 that starts rising when the user does 
not start talking after the agent finished its turn. It starts after 2 seconds and rises to 
100 in 4 seconds unless the user starts speaking.

SAL currently takes the turn when the intention-value exceeds a certain threshold. These thresholds 
are made different for each of the different characters so as to define typical traits of the characters. 
For instance, an aggressive Spike can be assumed to want to speak faster and interrupt the user, 
whereas the more depressive Obadiah character is much more passive. For a study conducted on 
turn-taking and personality see Deliverable D0b and Ter Maat and Heylen (2009).

The turn-taking principles remain ad hoc and have not been fully tested. With a more stable system, 
more input variables1, a better recognition performance and faster output generation, it will be pos-
sible to test the rules and procedures in real conversations and update the implementation accord-
ingly. 

2.2 Utterance Selection

In order for a conversation to be coherent, the utterances of the agent need be carefully selected. To 
select a right response the agent can take into account several variables in the current system, such 
as keywords detected or the arousal state of the user. To make this process transparent the utterance 
selection consists of a number of simple models which each look at one aspect of the utterance se-
lection.

Currently, the following modules are implemented.

1For example, when the user stops speaking and also turns his or her head to look at the agent this 
is a very strong cue that he or she wants the agent to start speaking. Also, when the user looks up 
with a raised eyebrow this is a good indication that he or she is trying to remember something and is 
not yet finished with his or her turn. We are currently looking for such cues in the data and putting 
down requests for the input module developers to produce recognizers for these cues (see also 
Deliverable D0b).
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● The After Silence module suggests responses to occur after a long period of user si-
lence. It includes responses such as 'are you still  there?'. These sentences are spe-
cified in the utterance config-file.

● The Linking Sentence module suggests responses based on specified linking sen-
tences. These are sentence pairs which can be linked by a typical user response. For 
example, when the agent asks 'Have you done anything interesting lately?', and the 
user responds with a short answer with an agreement in it, a linking sentence could 
be 'You did? Great! Please tell me about them.'. The linking sentences (and the re-
quirements of the user's response) are specified in the utterance config-file.

● The Content Module suggests responses based on the detected keywords. This mod-
ule is based on annotated transcriptions of the WOz recordings made in the Humaine 
project (Cowie et al. 2008). These transcriptions were annotated on certain high-level  
features such as 'talking about past', 'talk about own feelings', 'agree/disagree', etc. 
Using this data an interpreter was written which uses detected keywords to find those 
features, and in the utterance selection model these features are then used to find a 
good response.

● The Arousal module suggests responses based on a very high or a very low arousal 
of the user (for example, Prudence might say 'Don't get too excited' after detecting 
high arousal). These sentences are specified in the utterance config-file.

● The Backup Responses module suggest some generic responses that fit in most of the 
cases. These sentences are also specified in the utterance config-file.

All modules return a list of suggestions plus a quality value for every suggestion. When all modules 
have made suggestions, the quality values are updated based on their recent occurrence. Responses 
that have only recently been used by the agent will get a lower quality. After this step the response 
with the highest quality is chosen.

Most of the models (all except the content-model) are still hand crafted, based on intuition of what a  
good response is, and on the basis of the input modules that are currently available. They should be 
seen as slot-fillers rather than as definitive modules. Several steps are underway to  improve the 
system in the next year. First of all, the existing models will be fully tested with users. This will be 
done by selecting conversation fragments with a response selected by a model, and letting these re-
sponses be rated by human. Given that the input the dialogue manager has available, is very limited, 
a comparison could be made with a W0z system, where the Wizard needs to select utterances based 
on the same minimal input.  But besides this the system also needs a model that is based on real 
data. For this, also other WOz data will be gathered. 

The user turn is analysed for specific content-features in UtteranceInterpreter. This module receives 
its input from:
•semaine.data.state.user.emma - for the detected keywords
•semaine.data.state.user.behaviour - for detected head nods and shakes
Every time a new input is received it is analysed and send to semaine.data.state.user.behaviour.

The selection of the agent utterance is done in UtteranceActionProposer. This module gets its input 
from:
•semaine.data.state.agent -  for  the  turn  taking  intention  of  the  agent,  determined  in  the 
TurnTakingInterpreter
•semaine.data.state.user.behaviour - for the user speaking state, detected emotions, and the analysed 
keywords
•semaine.data.state.context - for character switches and user (dis)appearances
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•semaine.callback.output.audio - to get start and stop messages of executed agent-utterances
If the agent has the intention to take the turn, it will go through all models, select an utterance and 
send this to semaine.data.action.candidate.function. Also the agent turn-state is changed, and this is 
send to semaine.data.state.dialog. If the character will be changed, then this change will be send to 
semaine.data.state.context.

2.3 Listener intent planner and listener action selection

2.3.1 Listener intent planner

The Listener Intent Planner computes the agent's behaviour while being a listener conversing with a 
user.  To  display  believable  listener  behaviour,  the  system  must  be  able  to:  decide  when  a 
backchannel signal should be emitted and select which communicative intentions the agent should 
transmit through the signal. The algorithm steps that perform these tasks are shown in Figure 1. The 
system  receives  in  input  information  about  the  user's  behaviour  (STEP 0);  then  it  triggers  a 
backchannel (STEP 1); the backchannel is actually emitted if certain conditions are satisfied (STEP 
2).  Afterwards  all  the  possible  types  of  backchannels  are  generated  (STEP 3).  Three  types  of 
backchannel behaviours can be provided: reactive backchannel, response backchannel and mimicry. 
STEP 1  and  STEP 2  compute  when  a  backchannel  signal  should  be  emitted,  while  STEP 3 
calculates which type of backchannel signals the agent should perform. 

Figure 1: The four steps of the Listener Intent Planner algorithm.
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STEP 0: input data
To identify those behaviours of the user that could elicit a backchannel from the agent, user's verbal 
and non-verbal behaviours are continuously tracked through a video camera and a microphone. 
Audio and visual applications can be connected to our system to provide information about head 
movement,  facial  actions,  acoustic cues like pauses  and pitch variation in  the user's  voice.  All 
information is provided at a certain level of interpretation and described in terms of behavioural 
signals; for example the application that analyzes facial actions is able to interpret lip movement to 
recognize a smile. In the SEMAINE project, the Listener Intent Planner has been connected with 
the  video  analysis  applications  developed in  the  Imperial  College  and with  the  audio  analysis 
applications developed in TUM.

STEP 1: backchannel trigger
Research has shown that there is a strong correlation between the triggering of a backchannel signal 
and the verbal and non verbal behaviours performed by the speaker (Maatman et al., 2005, Ward 
and Tsukahara, 2000). Models have been elaborated that predict when a backchannel signal can be 
triggered based on a statistical analysis of the speaker's behaviours (Maatman et al., 2005, Morency 
et  al.,  2008,  Ward and Tsukahara,  2000).  We use a  similar  approach and we have fixed  some 
probabilistic rules to prompt a backchannel signal when our system recognizes certain speaker's 
behaviours; for example, a head nod or a variation in the pitch of the user's voice will trigger a 
backchannel with a certain probability. The probabilities of triggering a backchannel signal are set 
based on studies from the literature. For example, Ward and Tsukahara (Ward and Tsukahara, 2000) 
looked at the low pitch and when it lasts 110 ms in the speaker's speech, it can be a good predictor 
for providing a backchannel signal. From their finding we associated a high probability (0.95) to 
trigger a backchannel to the user's event “silence”, that is when the acoustic analyzer finds a region 
of low pitch in the user's speech.
The rule component contains the probability to generate a backchannel and a priority value that 
helps the Action Selection module to determine which backchannel will be actually triggered when 
several user's behaviours satisfy more than one rule at the same moment. At present priorities are set 
based  on  literature  and  on  observation  studies.  The  rules  are  defined  through  an  XML-based 
language and are written in an external file uploaded at the beginning of the interaction. By using 
such a type of language, the set of rules can be easily modified or extended. To take into account 
user's  signals  analyzed by new applications,  we can add new rules in  the external  file  without 
modifying the source code. Moreover,  we can easily modify the probability associated to those 
user's behaviours that can trigger a backchannel signal. 

STEP 2: backchannel emission
The  Backchannel Emission  module, decides whether a backchannel request is actually generated. 
We implemented such a step to add some variability to the backchannel emission frequency.  As a 
first approach, we decide to base the computation of the backchannel emission frequency only on 
the user's estimated interest level  towards the interaction. We define interest as an emotional state 
linked to the user’s goal of receiving and elaborating new and potentially useful knowledge (Peters 
et al., 2005). The user's estimated interest level is a value between 0 (minimum interest) and 1 
(maximum  interest).   We  consider  the  user's  estimated  interest  level  as  an  indicator  of  the 
successfulness of the interaction: when the interest level decreases it may be a sign that the user 
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might want to stop the conversation (Schegloff and Sacks, 1973), consequently the probability that 
the agent provides a backchannel decreases.
When a user's behaviour satisfies one of the rules, a backchannel is triggered. The Backchannel 
Emission  module  sends  a  ping  to  “wake  up”  the  modules  charged with  the  generation  of  the 
backchannel signal, with a probability computed from the user's estimated interest level. 

STEP 3: backchannel type definition
The Response/Reactive and the Mimicry modules are charged with the definition of the type of the 
backchannel to emit. We take into account three types of backchannel signals: reactive, response 
and mimicry. Our agent can emit reactive backchannels that are signals derived from perception 
processing: the agent reacts to the speaker's behaviour or speech, generating automatic behaviour. 
Moreover,  our agent can provide response backchannels that are signals generated by cognitive 
processing:  the  agent  responds  to  the  speaker's  behaviour  or  speech  performing  a  more  aware 
behaviour.  The  Response/Reactive  module  generates  both  types  of  backchannel  signals.  The 
Mimicry module is in charge of the generation of a particular type of backchannel signals: signals 
of  mimicry,  that  is  the  copy  of  certain  user's  behaviours.  We  are  interested  in  this  type  of 
backchannels since researches have shown that mimicry helps to make the interaction an easier and 
more  pleasant  experience,  improving  the  feeling  of  engagement  (Chartrand  and  Bargh,  1999, 
Cassell  et  al.,  2001,  Warner  et  al.,  1987,  Chartrand  et  al.,  2005).  In  order  to  compute  the 
backchannel to display, information about what the agent “thinks” of the speaker's speech is needed.  
This information is provided in the agent's mental state that describes whether the agent agrees or 
not, believes or not and so on. We define the mental state as a set of communicative functions the 
agent wishes to transmit during an interaction. For each communicative function the value of the 
importance the agent attributes to it is defined. Such a value is a number between 0 and 1, where 0 
represents the minimum importance whereas 1 indicates that the agent gives to the corresponding 
communicative function the maximum importance. We consider twelve communicative functions, a 
subset chosen from the taxonomies proposed by Allwood et al. (Allwood et al., 1993) and by Poggi 
(Poggi, 2007): agree, disagree, accept, refuse, believe, disbelieve, interest, not interest, like, dislike, 
understand and not understand. To each communicative function is associated a set of behavioural 
signals to convey the given function.

Response/Reactive module
The Response/Reactive module uses the information in the agent’s  mental  state to compute the 
appropriate  backchannel.  This  module  must  generate  a  backchannel  when  a  “ping”  from  the 
Backchannel Emission module is received. Firstly, the Response/Reactive module looks for all the 
communicative functions in the agent's mental state that have a value of importance higher than 
zero. Then, if at least one communicative function responds to these criteria, this module generates 
a response backchannel. The backchannel is written in a message in FML-APML format and it 
contains all the communicative functions that have a value of importance higher than zero. It will be  
up to the Behaviour Planner to select the adequate behaviours to display for each communicative 
function according to their importance. If no information is given in the agent's mental state, that is 
if  any  communicative  function  has  a  value  higher  than  zero,  this  module  generates  a  reactive 
backchannel:  an  automatic  reaction  to  the  user's  behaviour  that  shows  simply  contact  and 
perception. This type of backchannel is translated in those typical signals, like head nods and raise 
eyebrows, that have been studied in the literature (Allwood and Cerrato, 2003, Cerrato and Skhiri, 
2003, Cerrato, 2002, Poggi, 2003).

Mimicry module
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When  fully  engaged  in  an  interaction,  mimicry  of  behaviours  between  interactants  may occur 
[Lakin et al., 2003]. It has been shown that mimicry, when not exaggerated to the point of mocking, 
has several positive influences on the interaction (Chartrand and Bargh, 1999, Cassell et al., 2001; 
Warner et al., 1987; Chartrand et al., 2005). This type of backchannel signals is generated by the 
Mimicry  module.  When the  Backchannel  Emission module sends  a  ping,  the  Mimicry  module 
checks if it can generate a mimicry of the speaker's behaviour that has triggered the backchannel. 
This type of backchannel is written in BML language that allows the system to specify the signals to 
perform. 

The  Listener  Intent  Planner  is  implemented in  the  ListenerIntentPlanner  component  in  the  SE-
MAINE  framework.  It  receives  information  from  the  Topics  semaine.data.state.agent,  se-
maine.data.state.user.behaviour, semaine.data.state.dialog, semaine.data.state.context.  Reactive/re-
sponse backchannels are sent as FML file to the Topic semaine.data.action.candidate.function and 
mimicry as BML to the Topic semaine.data.action.candidate.behaviour. 

2.3.2 Listener Action selection

The Reactive/Response Backchannel module and the Mimicry module can generate backchannels 
that  are potentially conflicting at  the behaviour level.  For example,  the Mimicry module could 
generate a head nod to mimic the user's head movement, whereas the response backchannel module 
could generate  a  head shake determined by the communicative function “disagree”.  There is  a 
conflict between both head signals and as just one signal can be actually displayed, a choice has to 
be done (de Sevin, 2009). 
The user's estimated interest level, estimated by user’s head direction (computed within WP3) is 
modelled by a value between 0 (minimum interest) and 1 (maximum interest). It can be an indicator 
of the successfulness of the interaction (Peters, 2005).  We use this variable to vary the number of 
backchannels that are emitted.  For example, when the interest level decreases, it can be interpreted 
as  a  sign  that  the  user  might  want  to  stop  the  conversation  (Schegloff and  Sacks,  1973), 
consequently the probability that the agent provides a backchannel decreases.
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Figure 2. Schematic view of the Backchannel architecture including a backchannel (BC) selection 
module

As the backchannel selection algorithm receives all the potential backchannels with their priorities 
from  the  action  proposers  without  any  choices  in  the  action  proposers  (de  Sevin,  2006),  the 
algorithm proceeds as follows (see Figure 2):

• Computation of the probability of displaying backchannels for all received ones. 
• Calculation of the priorities of BCs according to the user’s level of interest (estimated by the 

agent) 
• Modulation of the backchannel’s priorities according to the estimated gaze of the user, the 

user’s level of the disinterest or the phase of the interaction (begin, maintain or end).
• Selection of the most appropriate backchannels among possible conflicting ones to be sent 

to the Action Realisers.
• Wait until the chosen backchannel is finished to be displayed by the player before choosing 

another one.  Backchannels and utterances which are received by the selection algorithm 
during this time are queued with their priorities.

Computation of backchannel’s priorities according to the user interest level

The  selection  algorithm  has  to  choose  between  two  types  of  backchannels:  mimicry  and 
response(/reactive)  backchannels (see Figure 1). Mimicry is chosen preferentially when the agent 
perceives that  the user is  very interested in the interaction so that the agent can show its high 
engagement  in  the  interaction  (Gratch  et  al.,  2007;  Thiebaux  et  al.,  2008).  The  response 
backchannels, showing the communication intentions of the agent, are used when the ECA detects 
that the user looses interest in the interaction. It is also used to encourage the user to be interested in 
the interaction (Goodwin, 1981). 
We have designed 2 polynomial functions, one for each type of backchannels (see Figure 3), for 
calculating  their  priorities  according  to  user’s  interest  level  and  the  rule  priorities  of  the 
backchannels coming from the triggering modules.
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Figure 3. Polynomial functions to calculate  the priority of mimicry and response backchannels 
according to the perceived interest level of the user. PLUI: Perceived Level of User’s Interest

We define the relation between backchannel priorities and the user’s interest level as follow. When 
the ECA estimates that the interest level of the user is near to the maximum (PLUI > 0.75), mimicry 
is chosen preferentially. This is somehow linked to the notion of engagement (Sidner et al., 2004). If  
the agent detects that the user begins to be less interested (PLUI < 0.75), response backchannels are 
chosen preferentially in order to keep the user interested or to increase the interest of the user if it is 
the beginning of the interaction. After a while when the agent detects that the user begins to be 
disinterested (PLUI < 0.4), the agent considers that the interaction is ending and stops progressively 
doing backchannels.
These  polynomial  functions  are  used  to  normalize  all  backchannel  priorities  according  to  the 
interest level of the user. This normalisation process allows us to compare BC priorities and to 
select one of them. The value of these priorities can vary afterwards according to the context of the 
interaction such as if the user is looking at the ECA or if he begins to be disinterested. 
The selection is event-based and is done in real-time. If backchannels are triggered, then a choice is 
made.  However when the ECA is  already displaying a backchannel,  no choices  are made.  The 
algorithm  waits  until  the  agent  finishes  displaying  a  BC  before  selecting  another  one  to  be 
displayed. But if the selection algorithm receives some requests to select other backchannels to be 
displayed while the agent is displaying a BC, these requests are queued and used during the next 
selection pass. Finally, the selection algorithm chooses the most appropriate backchannels based on 
the priority values according to the user’s interest level and the context of the interaction.

The Listener Action Selection is implemented in the Action Selection component in the SEMAINE 
framework. It receives candidate FMLs from the Topic semaine.data.action.candidate.function and 
BMLs from semaine.data.action.candidate.behaviour coming from Action Proposers. It also uses in-
formation  from  the  Topics  semaine.data.state.agent,  semaine.data.state.user.behaviour,  se-
maine.data.state.dialog, semaine.data.state.context and semaine.callback.output. Selected FMLs are 
sent  to  the  Topic  semaine.data.action.selected.function  and  selected  BMLs  to  the  Topic  se-
maine.data.action.selected.behaviour. 
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3 License and availability
The dialogue components are available as part of the SEMAINE 2.0 system, under the LGPL li-
cense.

Greta is available from  http://www.tsi.enst.fr/~pelachau/Greta/. It  is licensed under GPL licence. 
Greta and the four facial models are part of the SEMAINE 2.0 system release.
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